Estimation of missing RTTs in computer networks: Matrix completion vs compressed sensing
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\textbf{ABSTRACT}

We estimate the missing round trip time (RTT) measurements in computer networks using doubly non-negative (DN) matrix completion and compressed sensing. The major contributions of this paper are the following: (i) an iterative DN matrix completion that minimizes the mean square estimation error; (ii) mathematical conditions for the convergence of the algorithm; (iii) systematic and detailed experimental comparison of DN matrix completion and compressed sensing for estimating missing RTT estimation in computer networks. To our knowledge, this is the first work that compares the pros and cons of compressed sensing and DN matrix completion for RTT estimation using actual Internet measurement data. Results indicate that compressed sensing provides better estimation in networks with sporadic missing values while DN completion of matrices is more suitable for estimation in networks which miss blocks of measurements. Our proposed DN matrix completion method is one of the first approaches to matrix completion, that minimizes the estimation error.
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1. Introduction

The performance of communication networks largely depends on the instantaneous or the long-term statistical measurements of certain network parameters, e.g., packet-loss [1], end-to-end delay [2], etc. The measured network parameters are used to enable efficient network management. In computer networks, an important network parameter is the end-to-end delay (often measured in terms of round trip time (RTT)) between different nodes in the network. The RTTs, in turn, are used to support different network engineering tasks such as traffic engineering, capacity planning, and support for quality-of-service (QoS).

In many practical scenarios, it may not be possible to obtain the measurements related to some pairs of nodes. For instance, in computer networks, the RTT is measured using \textit{Traceroute} [3] and \textit{ping} [4], by sending probing packets from a source node to a destination node. Internet control message protocol (ICMP) packets are used to measure the RTT between the source and the destination nodes. In practice, many routers and servers block ICMP packets for security reasons. Alternatively, congestions in the routes between nodes could result in packet loss. These make network measurements inaccessible to a large number of intermediate nodes. Fig. 1 shows examples of incomplete RTT measurements when using \textit{traceroute} between Planet-lab [5] nodes aladdin.planetlab.extranet.uni-passau.de and planetlab3.ie.cuhk.edu.hk. The information enclosed in the rectangle in Fig. 1a and b corresponds to the missing measurements due to \textit{traceroute} being blocked as a security measure and due to route congestion between the nodes, respectively.

Estimation of end-to-end delay between a single source destination pair using past samples was studied in [2]. End-to-end delay prediction using a multiple-model approach was introduced in [1]. Data recovery for patterned data set has been studied in signal processing [6]. Compressed sensing (also known as compressive sampling), is a new theory developed in recent years. Here, signals can
be sampled at a rate, significantly less than the Nyquist rate (given by the Nyquist–Shannon Theorem [7,8]), and yet be faithfully recovered [9–13]. Compressed sensing applies ortho-normal sparse representation (using linear transforms like Karhunen–Loeve transform (KLT), discrete Fourier transform (DFT), discrete cosine transform (DCT), etc. [14]), and incoherence measurements of signals, to obtain maximum information using minimum amount of measurements. Detailed information on compressed sensing can be found in [15,16]. Spatio-temporal compressive sensing framework was proposed to estimate the Internet traffic matrix [17], where the authors apply sparsity regularized matrix factorization to exploit the low-rank nature of traffic matrices and their spatio-temporal properties.

For a network with $N$ nodes, the measurement corresponding to each pair of nodes can be represented as an element in an $N \times N$ matrix. The missing information between some pairs of nodes leads to a partially complete measurement matrix. As an example, consider the network shown in Fig. 2. The RTT measurements between the pairs in the set $S_1 = \{A, B, C, D\}$ and $S_2 = \{D, E, F\}$. This is represented as a solid line in Fig. 2. The RTT measurements between the pairs in the set $S_3 = \{(A, E), (A, F), (B, E), (B, F), (C, E), (C, F)\}$ are missing (represented as the dashed lines in Fig. 2). Let $r_{ij}$ denote the RTT between nodes $i$ and $j$ in a network. The RTT matrix corresponding to the network shown in Fig. 2, $R$, can then be written as

\[
R = \begin{bmatrix}
0 & r_{AB} & r_{AC} & r_{AD} & ? & ? \\
? & 0 & r_{BA} & r_{BC} & r_{BD} & ? \\
? & ? & 0 & r_{CA} & r_{CB} & r_{CD} \\
? & ? & ? & 0 & r_{DA} & r_{DB} \\
? & ? & ? & ? & 0 & r_{DF} \\
\end{bmatrix},
\]

where ? represents a missing RTT measurement. Recovering the missing information is essentially the completion of the matrix, from the available measurements.

Completion of matrices with specific properties is another area actively researched [e.g., [18–21]]. Here, a partially complete matrix with certain property, $P$, is considered. Then techniques are developed to complete the matrix while retaining the property, $P$. The property, $P$, could be positive definiteness, negative definiteness, double non-negativity, double negativity, $M$-matrix property, etc. [22]. Completion of symmetric inverse $M$-matrices was discussed in [18]. Doubly non-negative (DN) matrix completion was studied in [19,20], in which the authors discussed the conditions under which a partial DN matrix can have a DN completion. The list of properties for which the matrix completion problem has been solved can be found in [21]. Although the current literature discusses mechanisms for DN matrix completion (e.g., [20]), the provided solutions are not unique and are not optimized to minimize the estimation error. The available solutions could then result in large estimation errors, when directly applied to estimating missing measurements in communication networks. Therefore it is of interest to explore DN matrix completion techniques that not only provide an estimate of the missing measurements, but also minimizes the estimation error.

The major contributions of this paper are the following: (i) an iterative DN matrix completion that minimizes the mean square estimation error; (ii) mathematical conditions for the convergence of the algorithm; (iii) systematic and detailed experimental comparison of DN matrix completion and compressed sensing for estimating missing RTT estimation in computer networks. To our knowledge, this is the first work that compares the pros and cons of compressed sensing and DN matrix completion for RTT estimation using actual Internet measurement data. The proposed method minimizes the Frobenius norm [22] of the estimation error. We describe and prove the sufficient conditions
under which the iterations in the proposed method converge. This is one of the first attempts to iterative DN matrix completion that enables estimation of missing measurements with minimum error. We also describe the application of compressed sensing, using DCT and singular vector thresholding (SVT) [23] to minimize the $L_1$-norm [22] of the coefficient sequences, to estimate the missing RTT measurements. The performance of the proposed DN matrix completion method is compared with that of compressed sensing and the unbiased estimator [24]. Results indicate that while compressed sensing enables better estimation in networks with sporadic missing measurements, the proposed DN matrix completion provides better estimation in networks in which blocks of RTT measurements are missing. It is also observed that the proposed iterative DN matrix completion based estimation results in less error when compared to the unbiased estimator.

The proposed techniques for estimation of missing RTT measurements can also be applied to estimate the missing measurements in other types of networks. Examples of such applications include:

1. **Channel state information (CSI) in wireless networks**: In wireless networks, the CSI matrix contains the channel gains between all the transmit-receive pairs in the network. Due to the physical location of some nodes, it may not be possible to obtain the CSI measurements between these nodes and a set of other nodes in the network. Thus, the CSI matrix is partially complete. The missing values in the partially complete CSI matrix can be estimated using the techniques discussed in this paper. The estimated CSI information can in turn be used in efficient power control, rate control and other resource management mechanisms.

2. **Link state information (LSI) in high speed networks**: In high speed communication networks, the available bandwidth on each link depends on the traffic conditions on the links. Measurement of available bandwidth between certain links may not be available when the links are congested. Techniques discussed in this paper can then be applied to estimate the missing values in the LSI matrix. The estimated missing LSI values can then be used in optimal flow and congestion control algorithms.

The remainder of the paper is organized as follows. Section 2 presents the approaches of recovering missing entries of the RTT matrix using DN matrix completion and compressed sensing. The experimental results are provided in Section 3 and conclusions are drawn in Section 4.

2. **Estimation of missing RTT measurements**

Consider a computer network with $N$ nodes, in which round trip time (RTT) measurements are made between all pairs of nodes. We use *traceroute* to collect the RTT measurements between a set of Planet-Lab [5] nodes. As mentioned in Section 1, security settings and route congestion could result in the lack of availability of the RTT measurements between some pairs of nodes. It is of interest to estimate the missing RTT values from those that are available.

Here, we study DN matrix completion (Section 2.1) and compressed sensing (Section 2.2) to estimate the missing measurements.

2.1. **Estimation using DN matrix completion**

It was illustrated in Section 1, that the RTT measurements between pairs of nodes in a computer network can be represented as the elements of a matrix. When a node is unreachable from a set of other nodes, the RTT measurements between these nodes are unavailable. As an example, in the network shown in Fig. 1, the RTT measurements between the node-pairs, e.g., $(A,E), (A,F), (B,E), (B,F), (C,E)$ and $(C,F)$ are unavailable. This corresponds to a block of missing entries in the RTT matrix, as seen in (1). The matrix in (1) is called a partially complete matrix [21]. Estimating the missing RTT values is equivalent to completing the partially complete matrix, using the values that are available.

As discussed in Section 1, techniques on matrix completion depend on the property, $P$, of the matrix, which is to be preserved. Here, we study completion of doubly non-negative (DN) matrices [20]. Note that although the matrix, $\mathbf{R}$, is non-negative, it may not be a DN matrix (i.e., may not satisfy Definition 1) because it may not be positive semi-definite. Since the RTT from any node to itself is zero, $RTT_{ii} = 0$, $\forall i$. We form a new DN RTT matrix, $\mathbf{R}$, by adding suitably large values to the diagonal elements of $\mathbf{R}$ and keeping the off-diagonal entries of $\mathbf{R}$ to be the same as those of $\mathbf{R}$.

Later in Theorem 2.1, we show that the estimated RTTs are independent of values added to the diagonal of $\mathbf{R}$, to form the matrix, $\hat{\mathbf{R}}$. Lemma 2 provides a means of creating a DN matrix, $\mathbf{R}$, from a non-negative matrix, $\mathbf{R}$. We then create $\hat{\mathbf{R}}$ from $\mathbf{R}$ as suggested by Lemma 2, so that $\hat{\mathbf{R}}$ is DN. We choose $\Delta \gg \max_{i \neq j} RTT_{ii}$, $\forall i, j$. The $N \times N$ RTT matrix, $\mathbf{R} = [RTT_{ij}]_{1 \leq i,j \leq N}$, can be represented as an un-directed graph $G(V,E)$ [25], where the set of vertices, $V = \{1,2,\ldots,N\}$ and, $\forall i \neq j$, is an edge between vertices $i$ and $j$, if $RTT_{ij}$ is known. For example, the RTT matrix in (1) for the 6-node network shown in Fig. 2, can be represented as the graph shown in Fig. 3. As observed from Fig. 3, the graph, $G(V,E)$, representing the partially complete RTT matrix, is not a complete graph (i.e., not all edges of the graph are present). DN matrix completion was studied in [19,20], in which it was shown that a partially complete DN matrix has a DN completion if and only if the corresponding graph, $G(V,E)$ is a block clique. In other words, the graph, $G(V,E)$ should be composed of maximally complete sub-graphs (also called cliques [25]), such that each pair of complete sub-graphs share at most one common vertex. The graph, $G(V,E)$ (shown in Fig. 3), that corresponds to the partially complete RTT matrix in (1), is a block clique, consisting of two cliques, $(A,B,C,D)$ and $(D,E,F)$, sharing a common vertex, $D$. This corresponds to a scenario when node $D$ in Fig. 3 blocks network measurements from nodes $A$, $B$ and $C$ to nodes $E$ and $F$. In practice, this may occur at hosts that block ICMP and other measurement packets.

---

1. The definitions of the mathematical terms are provided in Appendix A.
In general, in a network with \( N = m + n \) nodes, the graph \( G(V,E) \) corresponding to the partially specified \((m + n) \times (m + n)\) DN matrix, \( \hat{R} \), is a block clique if \( \hat{R} \) is of the form

\[
\hat{R} = \begin{bmatrix}
    A & c & X \\
    c^T & \Omega & d' \\
    X^T & d & B
\end{bmatrix},
\]

where the \((m - 1) \times (m - 1)\) matrix, \( A \), the \( n \times n \) matrix, \( B \), the \((m - 1) \times 1\) vector, \( c \), the \( n \times 1\) vector, \( d \) and the scalar, \( \Omega \), are known and the \((m - 1) \times n\) matrix, \( X \) represents the unknown RTT values. In order to understand the physical significance of the matrix specified in (2), consider the set of nodes, \( V \), to be of size, \( N = (m + n) \), i.e., let there be \( N = m + n \) nodes in the network. The set, \( V \), is partitioned into two disjoint subsets, \( K \) (of \( m \) nodes) and \( U \) (of \( n \) nodes), such that \( K \cup U = V \). The matrix in (2) then physically corresponds to a scenario satisfying all of the following conditions:

- \( \exists v \in K \), such that the RTTs between all the nodes in \( K' = K \setminus \{v\} \) and the node, \( v \), are known (as specified by the elements of the vector, \( c \)) and the RTTs between all the nodes in \( U \) and the node, \( v \), are known (as specified by the elements of the vector, \( d \)).
- RTTs between all the nodes in \( K' \) are known (as specified by the off-diagonal elements of the sub-matrix, \( A \)).
- RTTs between all the nodes in \( U \) are known (as specified by the off-diagonal elements of the sub-matrix, \( B \)).
- The \((m - 1) \times n\) matrix, \( X \) with the unknown entries represent the RTT values between the nodes in \( K' \) and those in \( U \).

For any general scenario, the graph, \( G(V,E) \) with \( V = \{1,2,3,\ldots,(m + n)\} \) that represents the partial matrix, \( \hat{R} \), is a block clique, if it is possible to index the nodes such that \( v = m \), \( K' = \{1,2,3,\ldots,(m - 1)\} \) and \( U = \{(m + 1), (m + 2), \ldots, (m + n)\} \) and the conditions mentioned above are satisfied.

In [20], it was shown that \( X = cd^T \) provides a DN completion of \( R \). However, this is not a unique solution. Moreover, the completion, \( X = cd^T \) in [20], was not obtained as a solution to an optimization problem that minimizes the error. Therefore, when applied to the RTT matrix completion in computer networks, the solution, \( X = cd^T \) in [20] could result in large errors in estimation. We therefore propose an alternate solution to DN completion of the partially complete RTT matrix, \( R \), by scaling the solution, \( X = cd^T \). We introduce two non-negative vectors \( x \) and \( \beta \) and use them in accordance with Lemmas 3 and 4 and the following theorem, to form a DN completion for \( R \).

**Theorem 2.1.** Let \( x = [x_1 x_2 \cdots x_m] \) and \( \beta = [\beta_1 \beta_2 \cdots \beta_n] \) be two non-negative vectors. Let \( \mathbf{D}_x = \text{diag}(x_1, x_2, \ldots, x_m) \) and \( \mathbf{D}_\beta = \text{diag}(\beta_1, \beta_2, \ldots, \beta_n) \). Let \( a_{ij} \) represent an element in the matrix, \( A \) and \( b_{ij} \) represent an element of the matrix, \( B \) in (2). If \( R \) is obtained from \( \mathbf{D}_x \) by choosing \( \Delta \geq a_{ij}b_{ij} \forall i \neq j \), then \( X = \mathbf{D}_x c \mathbf{D}_\beta d^T \) provides a DN completion of \( R \).

**Proof.** It can be easily observed that \( X = \mathbf{D}_x c \mathbf{D}_\beta d^T \) results in non-negative entries. Therefore, to complete the proof, it is sufficient to show that the resulting completed matrix is positive semi-definite. We use Definition 1 to describe the proof, which is by induction, first on \( m \) and then on \( n \). Let \( \hat{R}_{mn} \) denote the \((m + n) \times (m + n)\) matrix and let \( A_{m-1}, c_{m-1}, d_n, X_{m-1} \) and \( B \) denote the corresponding sub-matrices in (2). Let \( m = 2 \) and \( n = 1 \), i.e., \( m + n = 3 \) and \( \hat{R}_{21} \) is a 3 \times 3 matrix of the form

\[
\hat{R}_{21} = \begin{bmatrix}
    \Delta & c & x \\
    c & \Delta & d \\
    x & d & \Delta
\end{bmatrix},
\]

where \( c \) and \( d \) are known scalars and \( x \) is the unknown scalar to be estimated. If \( x = \alpha cd \), then the leading principal minors of \( \hat{R}_{21} \) are \( \Delta > 0, \Delta^2 - cd > 0 \) (since \( \Delta > c \)) and by applying Lemmas 3 and 4, \( \det(\hat{R}_{21}) = \Delta^2 \Delta - cd = \Delta^3 + \alpha^2 \Delta^2 > 0 \) (since \( \Delta > c \)). Let, the statement in the theorem hold for \( 1 \leq m \leq \bar{m} - 1 \) and \( n = 1 \). Consider \( m = m \) and \( n = 1 \), i.e.,

\[
\hat{R}_{m1} = \begin{bmatrix}
    A_{m-1} & c_{m-1} & X_{m-1} \\
    c_{m-1}^T & \Delta & d \\
    X_{m-1}^T & d & \Delta
\end{bmatrix},
\]

where \( x_{m-1} \) is the unknown vector or length, \( \bar{m} - 1 \). By the induction hypothesis and the DN property of the known entries of \( \hat{R}_{m1} \), all other leading principal minors of \( \hat{R}_{m1} \), except \( \det(\hat{R}_{m1}) \) itself, are positive. Applying Lemmas 3 and 4,

\[
\det(\hat{R}_{m1}) = \det\left(\begin{bmatrix}
    A_{m-1} & c_{m-1} \\
    c_{m-1}^T & \Delta
\end{bmatrix}\right) \det(S),
\]

where

\[
S = \Delta - \begin{bmatrix}
    X_{m-1}^T & d
\end{bmatrix} \begin{bmatrix}
    A_{m-1} & c_{m-1} \n
\end{bmatrix}^{-1} \begin{bmatrix}
    X_{m-1} \\
    d
\end{bmatrix},
\]
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if $\Delta$ is much larger than all the entries in the matrix. Thus, $\hat{R}_{m1}$ is DN. The induction proof on $n$ is completed on similar lines.

It is observed from Theorem 2.1, that the estimated $X$ is independent of the values in $A$, $B$ and the scalar, $\Omega$, and hence, independent of the value of $\Delta$ added to the diagonal elements of $R$ to form a DN matrix, $\hat{R}$. It now becomes essential to determine the $x$ and $\beta$ which not only provides a DN completion of $R$, but also minimizes the error in estimation of the unknown RTTs. Here, we minimize the mean square error (MSE). Let $\hat{X} = [\hat{x}_{i,j}]_{1 \leq i,j \leq n}$ denote the $(m-1) \times n$ matrix with the exact values of the RTTs between the nodes in the set, $K$ and those in the set, $U$, i.e., the exact values of the missing RTT measurements. The mean square error then is defined as

$$e = E[(\hat{X} - X)^2] = \frac{1}{m-1} \sum_{i=1}^{m-1} (\hat{x}_{i,j} - x_{i,j})^2.$$  

(8)

The definition of Frobenius norm of matrices (Definition 3) can be used to formulate the MSE minimization as the following optimization problem.

$$\min_{\hat{x}, \hat{\beta}} E[\|\hat{X} - D_{x}c^{d}D_{y}\|_{F}^2].$$  

(9)

Applying Definition 3 (i.e., (44)),

$$E[\|\hat{X} - D_{x}c^{d}D_{y}\|_{F}^2] = E[tr(\hat{X}^T \hat{X})] - 2E[tr(\hat{X}^T D_{x}c^{d}D_{y})] + E[tr(D_{x}c^{d}D_{y}^T D_{x}c^{d}D_{y})]$$

$$= \sum_{i=1}^{m-1} \sum_{j=1}^{n} E(\hat{x}_{i,j}^2) - 2 \sum_{i=1}^{m-1} \sum_{j=1}^{n} \alpha_{i,j}C_{i,j}E(\hat{x}_{i,j})$$

$$+ \sum_{i=1}^{m-1} \sum_{j=1}^{n} \beta_{j,i}d_{j,i}E(\hat{x}_{i,j}) + \sum_{j=1}^{n} \beta_{j,i}d_{j,i}^2.$$  

(10)

Minimizing $E[\|\hat{X} - D_{x}c^{d}D_{y}\|_{F}^2]$ in (10) with respect to $\alpha$ and $\beta$, we obtain

$$\alpha_{i,j} = \frac{\sum_{j=1}^{n} \beta_{j,i}d_{j,i}E(\hat{x}_{i,j})}{\sum_{j=1}^{n} \beta_{j,i}d_{j,i}}, \quad i = 1, 2, \ldots, m-1$$  

(11)

and

$$\beta_{j,i} = \frac{\sum_{i=1}^{m-1} \alpha_{i,j}C_{i,j}E(\hat{x}_{i,j})}{\sum_{i=1}^{m-1} \alpha_{i,j}C_{i,j}}, \quad j = 1, 2, \ldots, n.$$  

(12)

We solve (11) and (12), iteratively to obtain the vectors, $\alpha$ and $\beta$. Note that the optimum values of $\alpha$ and $\alpha$ depend on the means, $E(\hat{x}_{i,j})$. Although $E(\hat{x}_{i,j})$ is known, the unbiased estimator, $\hat{x}_{i,j} = E(\hat{x}_{i,j})$ results in larger MSE as will be seen in Section 3. We observed from the experimental data, that

the iterations in (11) and (12) to obtain the vectors, $\alpha$ and $\beta$, converge quickly. We provide a sufficient condition for the convergence of the iterations specified by (11) and (12). In order to do this we apply the well known result from matrix theory described in Lemma 5.

Let $\alpha_i \triangleq \alpha_{i1}, \beta_i \triangleq \beta_{i1}, x_1, x_2, \ldots, x_{m-1}, \beta' \triangleq \beta_1, \beta_2, \ldots, \beta_n$ and $E(\alpha) \triangleq E(\hat{x}_{i,j})_{1 \leq i, j \leq m-1}$. Then, (11) and (12) can be re-written as

$$\alpha' = \frac{E(\alpha)}{\|\beta\|^2}$$  

(13)

and

$$\beta' = \frac{(E(\alpha))^T \alpha'}{\|\alpha'\|^2}.$$  

(14)

The following theorem provides a sufficient condition for the convergence of the system of equations specified by (11) and (12).

**Theorem 2.2.** Let $A_{\text{max}}$ and $A_{\text{min}}$ be the largest and the smallest eigen values, respectively, of the matrix, $Z = E(\alpha)E(\alpha)^T$ and let $\omega \triangleq \frac{A_{\text{min}}}{A_{\text{max}}}$. Then, the system of equations specified by (11) and (12) converge if $0 < \omega < 2$.

**Proof.** From (13) and (14), we have

$$\alpha' = \frac{E(\alpha)}{\|\beta\|^2}.$$  

(15)

Therefore, if $\alpha' \triangleq \frac{\alpha'_{i,j}}{\|\beta\|^2}$, we obtain $\alpha'_{i,j}$, obtained at the end of $J$ iterations. Then, (15) can be written as

$$(\alpha^{(J)})_{i,j} = \frac{E(\alpha^{(J-1)})_{i,j} - \|\alpha^{(J-1)}\|_2^2}{\|\beta\|^2} = \frac{Z(\alpha^{(J)})_{i,j}}{\|\alpha^{(J)}\|_2^2}.$$  

(16)

Then, $\|\alpha^{(J)}\|_2 = 1, \forall J$ and (18) becomes

$$(\alpha^{(J)})_{i,j} = \frac{Z(\alpha^{(J)})_{i,j}}{\|\alpha^{(J)}\|_2^2}.$$  

(19)

Combining (17) and (19),

$$(\alpha^{(J)})_{i,j} = \frac{Z(\alpha^{(J)})_{i,j}}{\|\alpha^{(J)}\|_2^2}.$$  

(20)

Let $A_{\text{max}}^2$ and $A_{\text{min}}^2$ be the largest and smallest singular values, respectively, of $Z$, or $A_{\text{max}}$ and $A_{\text{min}}$ are the largest and smallest eigen values of $Z = E(\alpha)E(\alpha)^T$. Then, $\|\alpha\|_2 = 1$, $A_{\text{min}} \leq \|Z\|_2 \leq A_{\text{max}}$ [22]. Using this and Lemma 5 for $(\alpha^{(J)})_{i,j} > 0$ in (20),

$$\|\alpha^{(J+1)} - \alpha^{(J)}\|_2 < \frac{Z_{\text{min}}}{A_{\text{max}}} \|\alpha^{(J)}\|_2.$$  

(21)

From the above, if $0 < \omega \leq \frac{A_{\text{min}}}{A_{\text{max}}} < 2$. 

---

**Please cite this article in press as:** Z. Dong et al., Estimation of missing RTTs in computer networks: Matrix completion vs compressed sensing, Comput. Netw. (2011), doi:10.1016/j.comnet.2011.07.003
\[
\lim_{j \to \infty} \| (\mathbf{x}^*)^{(j+1)} - (\mathbf{x}^*)^{(j)} \| = 0,
\]
and hence, the set of iterations specified by (11) and (12), converge.

Remark 1. In cases when the graph representation of the partially complete RTT matrix does not form a block clique, this can happen only if the partially complete RTT matrix exhibits a block clique. Consider the sub-matrix, \( A_2 = \begin{bmatrix} a_{33} & a_{34} & \cdot & \cdot & \cdot \\
 a_{43} & a_{44} & a_{45} & \cdot & \cdot \\
 \cdot & \cdot & \cdot & \cdot & \cdot \\
 \cdot & \cdot & \cdot & \cdot & \cdot \\
 \cdot & \cdot & \cdot & \cdot & \cdot \\
\end{bmatrix} \), corresponding to \( a_{3,3} \). Let the estimated value be \( \hat{a}_{13} \). Then consider the sub-matrix, \( A_2 = \begin{bmatrix} a_{33} & a_{34} & \cdot \\
 a_{43} & a_{44} & a_{45} \\
 \cdot & a_{54} & a_{55} \\
\end{bmatrix} \), whose graph representation is also a block clique. DN completion can be used to estimate \( a_{35} = \hat{a}_{53} \). This yields the partially complete matrix, \( \begin{bmatrix} a_{11} & a_{12} & a_{13} & \cdot & \cdot \\
 a_{21} & a_{22} & a_{23} & \cdot & \cdot \\
 \cdot & a_{32} & a_{33} & a_{34} & \cdot \\
 \cdot & \cdot & a_{43} & a_{44} & a_{45} \\
 \cdot & \cdot & \cdot & a_{53} & a_{54} \\
\end{bmatrix} \).

Now, the entries \( a_{15} \) and \( a_{51} \) are removed from the matrix and treated as missing entries, so as to yield the incomplete matrix, \( \begin{bmatrix} a_{11} & a_{12} & a_{13} & \cdot & \cdot \\
 a_{21} & a_{22} & a_{23} & \cdot & \cdot \\
 \cdot & a_{32} & a_{33} & a_{34} & \cdot \\
 \cdot & \cdot & a_{43} & a_{44} & a_{45} \\
 \cdot & \cdot & \cdot & a_{53} & a_{54} \\
\end{bmatrix} \), whose graph representation forms a block clique. DN completion can now be applied to complete the matrix, \( \hat{A} \). The actual value of \( a_{15} \) is used instead of \( E[a_{15}] \). In some scenarios, the missing measurements could occur at random positions in the RTT matrix. In the following subsection, we discuss compressed sensing approach, as an alternative method to complete such matrices.

### 2.2. Estimation using compressed sensing

The key ideas behind compressed sensing are [11] (i) sparse representation through an informed choice of orthonormal basis for the studied signal and (ii) incoherence measurements of signal to extract maximum amount of information using minimum amount of measurements. A sparse representation of the signal can be obtained only if the signal exhibits high spectral magnitudes at low frequencies and low spectral magnitudes at high frequencies.

We collect RTT measurements from Planet-lab (detailed description of the experiment set up is provided in Section 3.1). In Fig. 4a, a map representation of the obtained RTT measurements for 28 nodes in US East region. The dark regions in the map indicate values close to 0 ms, the bright regions indicates the largest values in the measured set (around 70 ms). The corresponding correlation coefficients of the RTT measurements are shown in Fig. 4b. Let \( R_{ij} \) be the measured RTT between nodes \( i \) and \( j \). As observed from Fig. 4a and b, the correlation co-efficient between \( R_{ij} \) and \( R_{ij} \) is large, for sufficiently large values of \( |i' - i| \) and \( |j' - j| \). This is because, in a computer network, routing algorithms construct optimal paths from a source to different destination nodes. We observed that the path a packet take from a source to different destinations share some common links inside the local area network because of the steady local connection.
area network configuration. Some packets may take similar paths when they traverse in the core network from one geographical region to another, thus resulting in high correlation among the RTT measurements. The spectral properties of the RTT measurements determined using the two dimensional discrete cosine transform (2D-DCT, described later in (38)) are presented in Fig. 4c. It is observed that the 2D-DCT has large relative magnitudes at low frequencies and low relative magnitudes at high frequencies, as required to have a sparse representation.3

In compressed sensing, a signal, \( f \in \mathbb{R}^N \) can be recovered from about \( M \log N \) generic nonadaptive measure-

---

3 The 2D-DCT satisfies the restricted isometric property (RIP) as shown in [27].
ments if it can be represented as a span of an \( M \)-dimensional orthonormal basis, \( \Psi \) \cite{13}. Let \( \mathbf{x} = [x_i]_{1 \leq i \leq N} \) be the coordinates of the signal \( f \in \mathbb{R}^N \) under the orthonormal basis, \( \Psi \), i.e.,

\[
f_k = \sum_{i=1}^{N} x_i \psi_{ik}, \quad k = 1, 2, \ldots, N,
\]

where \( f_k \) represents the element in the \( i \)th row and \( k \)th column of \( \Psi \). From (31), \( f = [f_i]_{1 \leq i \leq N} \) can be re-written as

\[
f = \mathbf{\Psi}^H \mathbf{x}, \tag{32}
\]

where \( \mathbf{x} = [x_i]_{1 \leq i \leq N} \) and \( (.)^H \) represents the Hermitian of a matrix or a vector. Therefore,

\[
\mathbf{x} = \mathbf{\Psi} f.
\]

According to the relation specified in (32) and (33), \( \mathbf{x} \) is called the transform of \( f \) and \( f \) is called the inverse transform of \( \mathbf{x} \). If the under-sampled data about \( f \), i.e., a subset of \( \{f_1, f_2, \ldots, f_N \} \), is available, and if \( \mathbf{y} \) is the transform of the undersampled version of \( f \), then

\[
\mathbf{y} = \mathbf{\phi} f.
\]

From (33) and (34),

\[
\mathbf{y} = \mathbf{\Phi} \mathbf{x},
\]

where \( \mathbf{\phi} = \mathbf{\Phi}^H \). Then, \( f \) can be recovered from the undersampled set by determining \( \mathbf{x} \) with the minimum \( L_1 \) norm, that satisfies (35), i.e.,

\[
\mathbf{x} = \arg \min_{\mathbf{x}} \| \mathbf{x} \|_1, \tag{36}
\]

such that \( \mathbf{x} \) satisfies (35). The vector, \( f \), is then obtained from (32).

The application of compressed sensing to recover the missing RTT values in computer networks, is as follows. The complete RTT matrix, \( \mathbf{R} \), plays the role of \( f \). The 2-dimensional transform of \( \mathbf{R} \), \( \mathbf{T} \), plays the role of \( \mathbf{x} \). The transform of the partially complete RTT matrix, \( \mathbf{\tilde{T}} \), plays the role of \( \mathbf{y} \). We use the two-dimensional discrete cosine transform (2-D DCT), which, for an \( N \times N \) RTT matrix \( \mathbf{R} \), is defined as

\[
\mathbf{T} = \mathbf{C}^T \mathbf{R} \mathbf{C}, \tag{37}
\]

where \( \mathbf{C} = [C_{ij}]_{1 \leq i \leq N, 1 \leq j \leq N} \) given by

\[
C_{ij} = \begin{cases} \frac{1}{\sqrt{N}}, & j = 0, \quad 0 \leq i \leq N - 1, \\ \sqrt{\frac{2}{N}} \cos \left( \frac{(2i+1) \pi j}{2N} \right), & 1 \leq j \leq N - 1, \quad 0 \leq i \leq N - 1. \end{cases}
\]

The matrix, \( \mathbf{C} \), plays the role of \( \mathbf{\Psi} \) in (32)–(35). The transform of the complete RTT matrix, \( \mathbf{T} \), is obtained from \( \mathbf{T} \) as a solution to

\[
\mathbf{T} = \arg \min_{\mathbf{T}} \| \mathbf{T} \|_1, \tag{39}
\]

such that

\[
\mathbf{T} = \mathbf{\Phi}^T \mathbf{\Phi} f. \tag{40}
\]

The matrix, \( \mathbf{\Phi} \), plays the role of \( \mathbf{\Phi}^T \) in (35). Singular value thresholding (SVT) \cite{23} and fixed point continuation with approximate SVD (FPCA) \cite{28} are applied to the matrix, \( \mathbf{T} \), to obtain \( \mathbf{\tilde{T}} \). We apply the algorithms provided in \cite{29} to perform this operation. The inverse 2D-DCT (IDCT) of \( \mathbf{\tilde{T}} \) yields the matrix, \( \mathbf{\tilde{R}} \), which contains the estimates of the missing values in \( \mathbf{R} \).

3. Experimental results

This section shows the experimental results of the DN matrix completion and compressed sensing techniques (discussed in Sections 2.1 and 2.2, respectively) to retrieve the missing RTT values in computer networks.

3.1. Experimental setup

We use Planet-Lab \cite{5} for our network delay data collection. Planet-Lab is a global research network that supports the development of new network services. It consists of 1125 nodes at 516 sites around the globe. Most Planet-Lab participants provide their geographic locations. Due to the difference of maintenance schedules and other factors, some Planet-Lab nodes are not accessible at certain times. Most data collection from South American and Asian Planet-Lab nodes is incomplete due to blocking from the

![Fig. 6. Snap shot of data recovery result by compressed sensing approach.](image-url)
intermediate nodes on the path. We collect RTT measurements from 471 Planet-Lab nodes continuously for a week. We were able to retrieve measurements from 338 nodes. We selected two RTT matrices with data from US East (28 nodes), US West (30 nodes) regions and show the results of CS and DN matrix completion.

We use traceroute as our network delay measurement tool. The distribution of the selected nodes of our data sets is shown in Fig. 5. We take traceroute measurements between each Planet-Lab node pair. We deployed a python script to run traceroute and collect delay measurements between each node pair continuously for a week during November 2010.

To evaluate the estimation error of the DN matrix completion and compressed sensing. Some entries are removed from the original RTT matrices. We compare the estimated values of these entries with their original values to give the estimation error. The position of the entries removed from the matrices could be randomly chosen. However, such a random choice may not always result in a block clique graph representation. Therefore, DN matrix completion techniques cannot be applied. For this case, we present the results of the estimation of the missing RTT measurements, using compressed sensing alone. We randomly remove 100 entries from the three RTT matrices. The compressed sensing technique discussed in Section 2.2 is then applied to recover these entries. Fig. 6 shows a snapshot of RTT estimation result by the compressed sensing approach, where 100 sample points were randomly removed. The relative recovery error for this set is observed to be 0.122, 0.083 and 0.082 for US East (Fig. 6a) and US west (Fig. 6b) regions respectively.

In order to evaluate DN completion, a sub-matrix of the RTT matrix is removed. For this case, we present the results for the estimation of the missing RTT measurements using compressed sensing as well as DN matrix completion. The removed sub-matrix is chosen such that the graph representation of the partial matrix forms a block clique. This is achieved by removing an $m \times n$ sub-matrix, $X$, and a corresponding $n \times m$ sub-matrix, $X^T$, of the RTT matrix, such that the resulting partially complete matrix has a block structure as shown in (2). From experiments on 471 Planetlab nodes on the real internet, we found that for most occasions (almost 98%), the missing values did form a block clique with two cliques because they were caused by congestion and router failures. For the other 2% occasions, the missing values are sporadic and compressed sensing may be applied.

Fig. 7 presents the comparison of different techniques to complete the RTT matrix, with respect to the number of columns in $X$, (i.e., $n$) when the number of rows in $X$ (i.e., $m$) is fixed. Results are presented for $m = 1$ (Fig. 7a,d), $m = 12$ (Fig. 7b,e) and $m = 20$ (Fig. 7c,f) for the three regions. Fig. 8 presents the estimation error with respect to $n$ for $m = 1$ (Fig. 8a,d), $n = 12$ (Fig. 8b,e) and $n = 20$ (Fig. 8c,f).

In Figs. 7 and 8, the legend, “Iterative DN”, represents the estimation error when using the DN matrix completion method proposed in Section 2.1 while applying the iterations specified by (11) and (12). The legend, “Uniform DN”, represents the estimation error when using the estimate given by (24) and (25). We also determine the estimation error when using the unbiased estimator, i.e., replacing each missing entry, $x_{ij}$, by $E[x_{ij}]$ (labeled “Unbiased Estimator” in Figs. 7 and 8).

The spikes in Figs. 7 and 8 correspond to the cases when the missing entries include the diagonal elements (which are equal to $D$). Since the value of $D$ is much larger compared to the that of the other entries in the RTT matrix according to Lemma 2, it results in large estimation error.
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**Fig. 7.** Estimation Error for the RTT matrix when $m \times n$ entries are missing. Fig. 7a–c – US East; Fig. 7d–f – US West.
Typically, the estimation error is highly dependent on the experimental data set. For the data set of US East, the iterative DN matrix completion method proposed in Section 2.1 provides less estimation error compared to the other techniques. Specifically, as mentioned in Section 2.1, the estimation provided by (24) with $\hat{a}$ as in (25) is computationally simpler but results in higher estimation error. An interesting observation is that the proposed iterative DN completion method yields less error compared to the unbiased estimator for some cases (e.g., $m = 20$ and $n > 15$ for $m = 12$) and larger error than the unbiased estimator for some cases (e.g., $m = 1$ and $7 \leq n \leq 15$ for $m = 12$). This indicates that although the means of the missing values are known, the unbiased estimator may not always provide the least estimation error. The unbiased estimator does not take into account the relation between the missing RTT value and the available RTT values, while the iterative DN completion method does. However it is not possible to conclusively infer that iterative DN completion yields lesser error than unbiased estimator or vice versa. When the amount of missing entries is small as shown in Figs. 7a,d, Fig. 8a and d. iterative DN, unbiased estimator and uniform DN show similar estimation errors. When the number of missing entries increases, the performance of the three schemes follows similar pattern. However, the best estimator is highly dependent on the data set. It shows that iterative DN provides less estimation error for the US data sets when large number of entries are missing as shown in Figs. 7, 8c. Figs. 7 and 8f. Unbiased estimator shows less estimation error in Fig. 7e.

The reason for this behavior is as follows. The unbiased estimator estimates the missing RTT values based only on the past information while the iterative DN completion method utilizes the past information as well as the available current information to determine the missing RTT values. When very few values are missing, the amount of iterations using the current information is not sufficient to rectify the error by estimation using only past information. However, when a large portion of the RTT values are missing (which we did observe to occur in our experiments on planet-lab nodes under scenarios of high congestion), the iterations in the iterative DN completion method do enable reduction in the estimation error caused by using only the past information (i.e., the unbiased estimator).

When medium sized blocks are missing, ($7 \leq m, n \leq 15$), the iterative DN completion method yields less estimation error for nodes in the US-East (Figs. 7 and 8b) and the unbiased estimator yields less error for US-West (Figs. 7 and 8e). From the Planet-lab node distribution shown in Fig. 5, the node distribution in the US-East is denser than that in the US-West. In other words, the nodes in US-East are located geographically closer to each other than those in the US-West. This suggests that the iterative DN completion results in less error compared to the unbiased estimator when nodes are in closer proximity to each other. Based on these observations we infer the following:

- Compressed sensing is more effective when the missing RTT values are sporadic while DN completion is more effective when missing values occur in blocks.
- For small sized blocks (<10%, corresponding to $m, n \leq 3$ in our experiments) of missing RTT values the unbiased estimator can be used to estimate the missing RTT values.
- For large sized blocks of missing values (>70%, corresponding to $m, n \geq 18$ in our experiments), iterative DN completion provides least estimation error.
- For medium sized blocks of missing RTT values (about 30–50%, corresponding to $7 \leq m, n \leq 15$), the iterative DN completion provides less error for networks with higher density and the unbiased estimator yields less estimation error for networks with lower density.
The techniques proposed in Sections 2.1 and 2.2 can be applied to estimate the missing measurements of any form in any network, as long as the set of measurements can be represented in the form of a matrix. Further, the matrices must satisfy the DN property in order to apply the DN matrix completion discussed in Section 2.1, or should satisfy the conditions for sparse representation and incoherence measurement in order to apply the compressed sensing discussed in Section 2.2. Examples of such applications include estimation of channel state information (CSI) in wireless networks and estimation of link state information (LSI) in high speed communication networks.

4. Conclusion

We addressed the issue of recovering incomplete RTT measurements in computer networks. We evaluated two approaches namely doubly non-negative (DN) matrix completion and compressed sensing, to estimate the missing measurements. We proposed an iterative method for DN matrix completion and discussed the convergence of the iterations. While compressed sensing was better suited for recovering measurements in networks with sporadic missing information, DN matrix completion was more suitable for networks missing blocks of information. It is shown that the performance of the estimators is highly dependent on the data set. The proposed iterative DN matrix completion method was observed to provide less estimation errors than the conventional unbiased estimator for US data set when the number of missing entries is large. The techniques proposed in this paper can also be applied to estimate the missing channel gains in the channel state information (CSI) matrix in wireless networks and to estimate the traffic conditions to complete the link state information (LSI) matrix in high speed communication networks.

Appendix A. Matrix-theoretic background

Definition 1 ([20]). An $N \times N$ matrix, $A = [a_{ij}]_{1 \leq i,j \leq N}$ is said to be doubly non-negative (DN) if it is positive semi-definite [22] and $a_{ij} \geq 0$, $\forall i,j$.

Definition 2 ([20]). Consider an $N \times N$ matrix, $A$. Let $R, C \subset \{1,2,\ldots,N\}$. The matrix, $B = A(R,C)$, obtained by taking the elements in the rows specified by the set, $R$, and the columns specified by the set, $C$, is called a sub-matrix of $A$. If $R = C$, then $B = A(R,R)$ is called a principal sub-matrix of $A$ and the determinant, $\text{det}(B)$, is called a principal minor of $A$. The sub-matrices, $B_k = A(R_k,R_k)$, where $R_k = \{1,2,\ldots,k\}$, $1 \leq k \leq N$, are called the leading principal sub-matrices of $A$ and $\text{det}(B_k)$, $1 \leq k \leq N$ are called the leading principal minors of $A$.

We then apply the following lemma, that provides an alternate definition for doubly non-negative matrices.

Lemma 1 ([30]). A non-negative $N \times N$ matrix (i.e., a matrix whose entries are non-negative), $A$, is doubly non-negative (DN) if and only if all its principal minors are non-negative.

Lemma 2. Consider a symmetric non-negative $M \times M$ matrix, $Y$, with spectrum, $\sigma(Y) = \{\lambda_1, \lambda_2, \ldots, \lambda_M\}$. The matrix, $\tilde{Y} = Y + \Delta I$, where $I$ is the identity matrix, is DN if $\lambda_i \geq \lambda_{\min}$.

Proof. Note that $\tilde{Y}$ is non-negative since it is a sum of non-negative matrices. Let $P = [y_{11}, y_{12}, \ldots, y_{1M}, y_{21}, \ldots, y_{MN}]$, where $y_{11} \ldots y_{MN}$ are the orthonormal eigen vectors of $Y$. Therefore, $PP^T = P[D]P^T$ [22], where $D_Y = \text{diag}(\lambda_1, \lambda_2, \ldots, \lambda_M)$. Then,$\tilde{Y} = PD_YP^T + \Delta I = PD_YP^T + \Delta PP^T = P[D_Y + \Delta I]P^T$.

\[ \text{det}(\tilde{Y}) = \text{det}(A)\text{det}(D - CA^{-1}B) = \text{det}(D)\text{det}(A - BD^{-1}C). \]

(42)

Lemma 3 ([22]). Consider an $(M + N) \times (M + N)$ matrix, $A$ of the form

\[ A = \begin{bmatrix} A & B \\ C & D \end{bmatrix}, \]

(41)

where $A$ is a non-singular $M \times M$ matrix, $B$ is an $M \times N$ matrix, $C$ is an $N \times M$ matrix and $D$ is a non-singular $N \times N$ matrix. Then

\[ \text{det}(A) = \text{det}(A)\text{det}(D - CA^{-1}B) = \text{det}(D)\text{det}(A - BD^{-1}C). \]

(43)

Definition 3 ([22]). Consider a real $M \times N$ matrix, $A = [a_{ij}]_{1 \leq i \leq M, 1 \leq j \leq N}$. The Frobenius norm of $A$, denoted as $\|A\|_F$, is defined as

\[ \|A\|_F^2 = \sum_{i=1}^{M} \sum_{j=1}^{N} a_{ij}^2 = \text{tr}(A^T A). \]

(44)

where $\text{tr}(B)$ represents the trace (sum of the elements on the leading diagonal) of a square matrix, $B$.

Lemma 5 [22]. Consider two $M \times N$ matrices, $Y$ and $Z$ such that $Y \succeq Z$. Let $\mathbf{x}$ be a non-negative $M \times 1$ vector. Then

\[ Y\mathbf{x} \succeq Z\mathbf{x} \text{ and } \|Y\mathbf{x}\| \geq \|Z\mathbf{x}\|. \]
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